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EDUCATION

Zhejiang University Sept. 2022 – Present
Master of Engineering in Electronic and Information Engineering

• GPA: 89.4 / 100
• Advisors: Prof. Wenhai Wang and Dr. Peiyu Liu

University of Science and Technology Beijing Sept. 2018 – Jun. 2022
Bachelor of Engineering in Automation

• GPA: 91.4 / 100 (3.91 / 4.00), Ranking: 4 / 170 (Top 3%)
• Graduation Project: Remaining Useful Life Prediction Based on Particle Filter Algorithm

PUBLICATIONS

Paper (*equal contribution)
[1] Peiyu Liu* (advisor), Junming Liu*, Lirong Fu, Kangjie Lu, Yifan Xia, Xuhong Zhang, Wenzhi Chen, Haiqin

Weng, Shouling Ji, Wenhai Wang. “Exploring ChatGPT’s Capabilities on Vulnerability Management.” [pdf]
In Proceedings of the 33rd USENIX Security Symposium (USENIX Security), 2024.

Patents
[2] Wenhai Wang (advisor), Junming Liu, Peiyu Liu, Lirong Fu. “Kernel Data Race Detection Based on Patch and

Concurrent Behavior Pattern Analysis.” Chinese Patent No. CN118171284A, 2024.

[3] Wenhai Wang (advisor), Junming Liu, Bin Xu, Peiyu Liu, Qiuting Wang, et al. “Vulnerability Type Adaptation
Program Slicing Method and Device, Electronic equipment.” Chinese Patent No. 202410956135.9, 2024.

[4] Wenhai Wang (advisor), Tong Ye, Xuhong Zhang, Peiyu Liu, Bin Xu, Junming Liu. “Method and Device for
Automatic Generation of Annotations for Binary Code Text.” Chinese Patent No. CN117170673B, 2023.

Software Copyrights
[5] Junming Liu, Mohan Jing, Huiyuan Tan, Yuting Zeng, Guoqiang Zhang, Fangyu Lei. “Data-Driven Industrial

Process Monitoring and Fault Detection System.” Chinese Software Copyright No. 2021SR0315424, 2021.

RESEARCH EXPERIENCE

Large Language Models Assisted Vulnerability-related Program Slicing 2024 – Present
Project Leader, Advisor: Dr. Peiyu Liu and Prof. Wenhai Wang Zhejiang University

• Overview: A novel program slicing method integrating LLMs and static analysis tools, where LLMs analyze
vulnerabilities, develop slicing strategies, and assess result completeness, while static tools identify precise
dependencies, leading to improved performance in downstream tasks.

• Contribution 1: Proposed and implemented the integration of LLMs’ semantic analysis with static analysis
tools’ precise data and control flow tracking, innovating a new approach to vulnerability-related program slicing.

• Contribution 2: Applied the program slicing method to improve the reliability and accuracy of downstream
tasks such as vulnerability detection and patch correctness assessment.

• Achievement: Authored a patent, highlighting the approach’s potential to advance cybersecurity practices ([3]).

mailto:jmliu@zju.edu.cn
https://jamrot.github.io
https://www.usenix.org/system/files/usenixsecurity24-liu-peiyu.pdf


Evaluation for ChatGPT’s Capabilities on Vulnerability Management 2023 – 2024
Core Member, Advisor: Dr. Peiyu Liu and Prof. Wenhai Wang Zhejiang University

• Overview: Comprehensive evaluation of ChatGPT’s capabilities across the entire vulnerability management
lifecycle, investigating prompt engineering impacts and identifying performance bottlenecks.

• Contribution 1: Initiated the evaluation of ChatGPT’s capabilities in six key vulnerability management tasks
to assess its proficiency in code analysis, document interpretation, and domain-specific expertise.

• Contribution 2: Designed the evaluation pipeline and developed various prompt templates using zero-shot,
one-shot, few-shot, domain-knowledge, and self-heuristic enhanced prompt engineering methods and skills.

• Contribution 3: Conducted all experiments and identified ChatGPT’s performance bottlenecks.

• Achievement: Authored the paper, focusing on the evaluation pipeline and analysis of experimental results, and
delivered an oral presentation at the 33rd USENIX Security Symposium ([1]).

Kernel Data Race Detection via Patch and Pattern Analysis 2022
Core Member, Advisor: Dr. Peiyu Liu and Prof. Wenhai Wang Zhejiang University

• Overview: A kernel data race detection method that analyzes concurrency-related patches to extract known data
race patterns and detects similar issues in concurrent functions by identifying matching patterns in the program.

• Contribution: Collected concurrency-related patches using bug patch classification tools and patch analysis
techniques. Applied the SVF tool to perform points-to analysis, identifying functions with potential behavior
patterns similar to known data races.

• Achievement: Authored a patent, providing a detailed implementation of the proposed method ([2]).

Remaining Useful Life Prediction Based on Particle Filter Algorithm 2021 – 2022
Undergraduate Graduation Project, Advisor: Prof. Kaixiang Peng University of Science and Technology Beijing

• Overview: A remaining useful life (RUL) prediction method using the particle filter algorithm to optimize battery
degradation modeling.

• Contribution: Improved prediction accuracy by refining the particle filter resampling process and compared it with
the extended Kalman filter approach. Developed a battery monitoring platform with RUL prediction capabilities.

• Achievement: Built and validated a battery monitoring platform, proving the effectiveness of the method.

AWARDS AND HONORS

Awards
• 1st Prize of China Graduate AI Innovation Competition, Zhejiang University 2023
• Guanzhi Scholarship (Top 1 %), University of Science and Technology Beijing 2022

• 3rd Prize of the 4th Zhongqing Cup National Student Mathematical Modeling Competition 2021
• 1st Prize of the 14th Siemens Cup China Intelligent Manufacturing Challenge 2020

Honors
• Outstanding Student, University of Science and Technology Beijing 2020, 2019
• Excellent Student Leader, University of Science and Technology Beijing 2020

SKILLS

• Coding: Python, Matlab, C/C++, PLC programming (LAD, FBD, ST)
• Software: Github, Docker, Git, LaTeX
• Language: Mandarin (native), English (IELTS: 7.0)
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